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➔ Smoothed Gradient Descent as-is can already recover models close to the ground truth
➔ Main challenge: neighboring solutions in coefficient space may not produce similar output 
➔ Reparametrization of discrete-continuous search space would improve convergence
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➔ Loss surface wrt. discrete   
   coefficients has jumps   

➔ Gradient undefined

Solution: 
Smoothing Gradient Estimator

Gillespie's
Stochastic Simulation Algorithm
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Learning Reaction Networks by Gradient Descent
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